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Abstract.
This paper explains, in accessible terms, how the ENI6EMA / Rosario-Wang
Proof (RWP) uses cognitive methods to protect the witness—the hidden infor-
mation that proves identity or possession of knowledge—without ever exposing
that witness during authentication. The central idea is to exploit how minds (hu-
man or artificial) perceive patterns, map symbols to private meanings, and make
fast membership decisions. ENI6MA builds an “interactive ceremony” around
these abilities. A verifier sends carefully structured challenges (called probes);
the prover answers with masked reactions that are meaningful only when inter-
preted through the prover’s own private map. The exchange is ephemeral in
time, tied to randomness, and carrier-agnostic (it can be audio, visual, or other
modalities). Observers can record everything but still cannot reconstruct the
private map or the witness. We introduce the basic objects—private map bi-
jections, manifold projections, balanced “leaves” used for fast search, and XOR-
style membership checks—using minimal notation. We then analyze why these
choices resist eavesdropping, replay, and model-inversion attacks, and why they
scale well in practice. The discussion is written for first-year college students
with an interest in security, cognitive science, and systems design.

1. Introduction: What is being protected and why
cognition matters

In cryptography, a witness is any hidden fact that, if known, allows you to pass
a test—like a password, a secret key, or a solution to a puzzle. Traditional
systems force you to hand over the witness (for example, typing a password)
or a direct mathematical function of it (for example, a signature created by a
private key). Attackers succeed when they can capture that witness in transit
or trick a device into revealing it.

The ENIGMA / RWP approach takes a different path. It treats the witness
not as a fixed string, but as a capacity to recognize and respond to patterns that



only the true holder can interpret. The “secret” is expressed through a private
map between internal symbols and features of a stimulus. The verifier never
learns the map, and the responses are masked so that eavesdroppers cannot
reconstruct it. This turns the authentication problem into a structured percep-
tion problem: can the prover consistently locate and react to the right features,
across multiple rounds, under time and policy constraints? Because the skill
of recognition is easier to demonstrate than to copy, the method protects the
witness even when the entire conversation is recorded.

This shift—from disclosing secrets to demonstrating controlled, time-bound
recognition—anchors the cognitive methods we analyze throughout the paper.

2. Threat model in plain terms
We assume a powerful adversary who can:

1. Record every message exchanged between prover and verifier.
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. Replay old transcripts to the verifier at later times.
3. Learn from large datasets, training models in an attempt to mimic provers.
4. Probe the system by sending many challenges and studying the responses.

5. Impersonate either side temporarily on a network (man-in-the-middle).

The adversary’s goal is to extract a reusable secret or a stable behavior
pattern that can pass future checks. ENI6GMA counters this by ensuring each
exchange is entangled with three changing elements: time, randomness, and
policy. The prover’s outward behavior derives from a hidden, private map that
is never transmitted; all observable signals are masked combinations of challenge
and map-guided recognition. This makes the interaction stateless from the
verifier’s perspective (no long-term keys must be stored server-side) but stateful
inside the moment (the prover’s live recognition capacity is required).

3. Cognitive primitives: perception, mapping, and
masked decision-making

The protocol leverages three ordinary but powerful mental operations:
Perceptual grouping. Minds do not scan pixel by pixel; they seek clusters,
edges, rhythms, and contrasts. ENI6MA’s stimuli are designed so that the
“right” cluster is discoverable only if you apply a particular internal code. To
everyone else, the field looks uniform or ambiguous.
Private map bijection. Each prover holds a one-to-one mapping between
a personal alphabet (private symbols) and the structured features of a stimulus



(publicly visible or audible). The bijection is stable for the session but hidden;
it guides which cluster counts as “mine.”

Masked responses. The prover never outputs the private symbol directly.
Instead, the response is combined with the challenge through a simple masking
rule (think of XOR as an intuitive example). The verifier checks whether the
mask cancels out as expected. An eavesdropper sees only the masked result,
not the underlying map.

Together, these operations let the prover demonstrate the presence of a wit-
ness without disclosing it.

4. Manifold projection and balanced ‘“leaves,” ex-
plained simply

Behind the scenes, the system represents rich, high-dimensional data—Ilike im-
ages, sounds, or mixed signals—and then projects it into a form that is easy
to display and scan. You can think of this as taking a complicated object and
showing only the shadows that matter. The projection is carrier-agnostic: the
same method works whether the stimulus is a tone grid, a colored chart, a haptic
pattern, or text-like glyphs.

For fast and reliable search, the projection is partitioned into a fixed number
of balanced regions called leaves. A common example is a six-way split that
makes it easy to index and navigate by zone. The private map assigns personal
meaning to these leaves and to features placed within them. During an exchange,
the prover mentally “homes in” on the right leaf and the right feature according
to the map. Outsiders cannot tell which assignments are meaningful.

We can summarize the ephemeral witness that “lives” only during the ex-
change by a simple expression:

Wt = fM(‘Ta T, q)

Plain-English readout: “The witness at time ¢ is built by a projection function
fa that takes the current stimulus z, the current time stamp 7, and policy or
session parameters q.”

The function fjs ensures that even if you show the same kind of stimulus twice,
the effective witness is different unless time and policy match.

5. The interactive ceremony: probes, masked re-
actions, and acceptance
An authentication session consists of several short rounds. In each round, the

verifier sends a probe—a challenge that positions features across the leaves. The
prover uses the private map to recognize the target feature and then returns a



masked response. The mask is designed so that a verifier who knows the probe
can check the response without learning anything about the private map.
A compact acceptance rule looks like this:

A = /\[XOR(pZ-, pi) =0] A PolicyOK(q).
i=1

Plain-English readout: “Accept if, for every round i, the XOR of the probe
p; and the prover’s response p; cancels to zero, and the policy checks for this
session also pass.”
This rule highlights two things. First, correctness is checked per round and then
combined by an “AND” across rounds, which means the prover must behave
consistently. Second, the verifier’s final decision also depends on policy (for
example, rate limits, device posture, or geofencing), which is separate from the
math of recognition. This separation lets organizations change policies without
changing the proof.

6. Why eavesdropping fails: no reusable signal
emerges

Suppose an attacker records everything: the probes, the responses, the timings,
even the raw stimuli. What can be learned? The responses are masked combi-
nations of probe positions and private map choices. Without the map, multiple
different maps could explain the same transcript, and the transcript does not
favor one over the others. Because the witness W, depends on time and policy,
even the same sort of probe later will not produce the same effective state. In
short, the data is ambiguous on purpose and expires quickly.

This is the opposite of a password leak. If a password is overheard once, it
can be reused indefinitely. In ENI6MA, the result of a single round is disposable.
Even an entire recorded session helps little, because future sessions will differ in
their probes, their time anchors, and their masking arrangements. The private
map never appears in the clear, and the ceremony does not export a stable
token.

7. The prover’s cognitive workflow, step by step

From the prover’s perspective—whether a trained human user or a local agent
running on a device—the mental or algorithmic steps are straightforward:

1. Orient to the projection. Recognize the fixed partition (the leaves)
and the general layout.



2. Apply the private map. Translate visible or audible features into pri-
vate meanings (for example, “this shade in leaf three stands for my internal
symbol a”).

3. Locate the target. Use perceptual grouping to find the cluster that
matches the private symbol for this round.

4. Compose the masked response. Combine the “where” and the “what”
chosen by the private map with the challenge using the masking rule.

5. Respond within time bounds. Because the session is time-bound, the
response must be produced at normal speed, which resists offline guessing.

6. Repeat across rounds. The consistent ability to perform this mapping
under new probes is the proof of knowledge.

These steps align with how people already process cluttered scenes or musical
patterns: first orient, then match, then respond. The protocol uses that natural
flow to make authentication fast and intuitive.

8. Entropy and time coupling: making sessions
unique

Every session is anchored to fresh entropy and a high-resolution clock. Time
acts like a moving salt. Even if a similar stimulus reappears, the associated wit-
ness W, is anchored to the new time, meaning that any precomputed attempt to
mimic the prover will fail. In addition, small randomized perturbations—such
as micro-rearrangements of features within a leaf—help ensure that exact rep-
etitions do not occur. The result is that the path through which responses
are derived (sometimes called an “enhanced modulo path” in technical notes) is
unique to each session and is infeasible to predict ahead of time.

Time coupling also supports liveness: a real prover, whether human or agent,
must be present to read and react. Stored transcripts are not enough because
they do not match the current session’s time-bound structure.

9. Policy layer and governance: separating proof
from rules

Security decisions often require more than technical correctness. Organizations
set rules about where, when, and under what conditions access is allowed.
ENI6MA separates these concerns cleanly. The acceptance rule A combines
a purely technical core (the masked membership checks) with an independent
policy test PolicyOK(q).



This separation is important for safety and agility. For example, if a device
is flagged as risky, policy can demand more rounds or deny approval entirely,
without changing how the cognitive proof works. Conversely, if a low-risk action
is requested, policy can accept after fewer rounds, improving usability. The
cognitive method remains intact and does not leak the witness either way.

10. Human factors and training: reducing cogni-
tive load

A system built on cognitive operations must respect human limits. ENI6GMA
addresses this by:

e Keeping the partition small and stable. A six-leaf scheme is easy to
learn and navigate.

e Using strong contrasts and simple geometry. Targets stand out for
those who know what to look for.

e Making responses uniform. The same simple masking action is used
every round, minimizing confusion.

e Allowing short sessions. A handful of rounds are enough to drive down
an attacker’s success probability while keeping effort low for honest users.

e Supporting multimodal carriers. If visual stimuli are not accessible
or are inconvenient, audio or haptic versions with the same structure can
be used.

The design goal is a ritual that feels crisp and repeatable, not a puzzle that
must be solved from scratch each time.

11. Resistance to common attacks

Replay. Because witnesses depend on the current time and policy, a recorded
session will not validate later.

Shoulder-surfing and screen recording. An observer learns only masked
outputs. These cannot be reversed to recover the private map.

Deepfakes and voice clones. The method does not rely on fixed biometric
signatures. It relies on live, session-specific recognition, so a recording or a
synthetic copy of your voice or face does not suffice.

Phishing. Even if an attacker tricks the prover into participating in a fake
session, the attacker still cannot reuse the transcript against a real verifier,
because the real session’s probes and time anchors will differ.



Model inversion and data harvesting. Collecting many transcripts does
not converge on a single hidden map. Each session re-scrambles the observations;
the same outward behavior can be explained by many internal maps, leaving
the attacker with ambiguity rather than a stable model.

12. How the “XOR-style” masking helps without
heavy math

One reason the method is transparent to audit is that its core operation is
simple. You can think of the mask as a switch that flips bits or toggles choices
based on the probe. If the prover inputs the location dictated by the private
map, and the verifier computes the same toggle from the probe, the two cancel
out (“XOR to zero”). This is easy for machines to check and easy for humans
to reason about. It also avoids complex computations that would be slow or
require large libraries. Simplicity reduces the attack surface.

Crucially, the mask never reveals the underlying choice on its own. It reveals
something only in the context of the probe, and even then it reveals only that
the prover’s internal choice matched the probe’s expectation for that round, not
what the choice was. That is how the witness remains protected.

13. Why the method is carrier-agnostic

A carrier is the medium that delivers the stimulus: pixels on a screen, tones
in a speaker, vibrations on a wearable, or even patterns of light on a keypad.
ENI6MA’s structure—partitioning into leaves, placing features, mapping pri-
vately, masking responses—does not depend on any one carrier. This matters
for both accessibility and security. If a user cannot rely on vision, an audio grid
with recognizable intervals can represent the same structure; if a phone screen
is not trustworthy, a local haptic interface can deliver it.

Carrier-agnostic design also reduces systemic risk. Attackers who specialize
in one modality (for example, screen scrapers) do not gain an advantage against
others. The logic of membership and masking is the same across all carriers.

14. Comparison to passwords, biometrics, and
passkeys
Passwords export the witness in clear or nearly clear form; their security de-

pends on secrecy that is easily lost and hard to measure. ENI6GMA never exports
the witness.



Biometrics prove “who you are” but are not secret; once stolen, they cannot
be rotated. ENIGMA proves “what you can do right now”—a live capacity tied
to time and policy—and can evolve session by session.

Passkeys and cryptographic tokens are strong when stored safely but
introduce key-management burdens and can be phished or exfiltrated. ENIGMA
removes long-term keys at rest on verifying servers and can be implemented so
that clients hold only transient, hardware-protected state needed for the current
session.

This does not mean traditional methods are obsolete; rather, ENI6GMA adds
a new class of proofs that can stand on their own or be combined with others
for layered security.

15. Systems considerations: speed, auditability,
and deployment

The verifier’'s workload is dominated by reading probes and checking simple
masks. That makes verification fast and predictable. Because proofs are inter-
active and round-based, systems can scale by bounding the number of rounds
per request and rate-limiting sessions. Logs are compact: each round records a
probe identifier, a masked response, and a pass/fail bit, plus the time and pol-
icy context. These logs are auditable without compromising the private map,
because they never include unmasked choices.

Deployment can be incremental. A service might begin by using ENI6MA
for high-risk actions—such as fund transfers or admin log-ins—while keeping
conventional log-ins for everyday use. Over time, the ENI6GMA exchange can
become the default, with fallbacks for accessibility needs. Because the method
is carrier-agnostic and lightweight, it suits mobile devices, kiosks, and embedded
systems.

16. Error tolerance and fairness

Human performance varies. A well-designed system should allow a limited num-
ber of slips—wrong clicks, misheard tones—without locking users out unfairly.
ENI6MA does this by combining multiple rounds and by letting policy adjust the
required confidence. For example, a system might accept three correct rounds
out of four for a low-risk request, while demanding five out of five for a high-risk
one. In addition, training modes can familiarize users with the partition and
the kinds of features they will see, improving accuracy without revealing the
private map itself.

Fairness also means recognizing diverse abilities. Alternate carriers (audio,
haptic), adjustable contrast, and clear timing cues help make the exchange
inclusive.



17. A closer look at “witness protection” in this
context

In standard zero-knowledge discussions, “witness protection” means that noth-
ing about the witness leaks. Here, protection also includes behavioral privacy:
the system avoids creating stable behavioral signatures that could be used for
surveillance. Because the exchange is brief, constrained to simple choices, and
masked, it does not reveal rich motor patterns or timing quirks that could fin-
gerprint a person. What the verifier learns is minimal: the prover consistently
passed the membership checks under current policy. Nothing more.

In addition, the private map can be rotated or refreshed across sessions,
either automatically or when policy requests it. This is like changing a lock
without changing the door. The mental workload remains steady, but the in-
ternal mapping shifts, further frustrating any long-term learning by attackers.

18. Why cognition helps where pure computation
struggles

Computers excel at calculations but can be brittle when a problem requires
open-ended perception. Humans, by contrast, are robust recognizers—able to
find a friend in a crowd or a melody in noise. ENIGMA harnesses that strength
by making the witness a pattern-recognition act and making the response a
masked, low-bandwidth signal. This plays to human advantages (search, group-
ing, context) while leaving machines to do what they do best (timing, logging,
and simple verification). When an AT agent is the prover, the same logic applies:
the agent’s internal representation serves as the private map, and the agent ex-
ecutes the recognition-and-mask pipeline locally, never exporting its internal
state.

This synergy—cognitive recognition for privacy, computational checks for
speed—yields a proof that is both practical and hard to steal.

19. Limitations and open questions

No system is perfect. ENI6GMA’s cognitive methods raise good questions for
research and engineering:

e Cognitive fatigue. If sessions are too long or too frequent, users may
tire and make errors. Careful tuning of round counts and scheduling is
essential.



e Side channels. Although the method avoids exporting rich behavior, im-
plementers must still guard against device-level leaks (for example, screen
scraping, audio capture) with standard platform protections.

e Adversarial carriers. A compromised display or speaker could try to
bias a user’s perception. Redundancy (for example, dual carriers) and
integrity checks on stimuli help mitigate this.

e Training data risks for AI provers. When agents serve as provers,
developers must ensure their training data and runtime environments do
not leak the private map through logs or prompts.

e Formal leakage bounds. While the intuitions are strong, it is valuable
to quantify leakage under various adaptive attackers and to specify tight,
testable bounds for given parameter choices.

Work on these fronts will strengthen both the theory and the practice of
witness-protecting proofs.

20. Putting it together: a typical end-to-end flow

A user opens a secure action—say, authorizing a high-value transfer. The verifier
initiates an ENI6GMA session, deriving a fresh time anchor and policy context.
A stimulus grid appears with balanced leaves. Round one begins: the probe
assigns feature placements; the user scans, applies the private map, and clicks
the masked target. The verifier checks the mask and logs the pass/fail bit.
Rounds two and three proceed similarly, with slight variations and new anchors.
The verifier computes the final acceptance rule A and, if satisfied, approves the
action. The entire exchange takes a few seconds, leaves behind an auditable
trace, and never exposes the witness.

If the same user repeats the action later, the stimuli will look similar enough
to be familiar but different enough to defeat replay. If policy changes—for
example, the request comes from an unusual location—more rounds may be
required, or the session may be denied before it begins. Throughout, the private
map remains private.

21. Conclusion: A practical path to stateless,
witness-protecting proofs

The ENI6GMA / RWP Cypher Proof reimagines authentication as a controlled
act of recognition rather than a disclosure of secrets. By focusing on cognitive
methods—perceptual grouping, private mapping, and masked responses tied to
time and policy—the system achieves three goals at once: it protects the witness
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from extraction, it resists eavesdropping and replay, and it keeps verification fast
and auditable. Minimal operations suffice on the verifier’s side, while the prover
performs simple, natural steps that align with how recognition already works in
minds and well-designed agents.

Most importantly, the proof is stateless for verifiers: they need not store
long-term secrets that can be stolen. And it is carrier-agnostic for provers:
the same logic can be expressed in sight, sound, touch, or other modalities as
needed. In a world where deepfakes grow more convincing and data theft grows
more routine, turning secrets into capacities that leave no reusable traces is a
powerful way to upgrade security. ENI6GMA’s cognitive methods do exactly that,
making witness protection not only a theoretical guarantee but a lived property
of every session.

Why Correlation and Frequency Attacks Don’t Work
on an RWP Cypher

Overview.

Correlation and frequency attacks depend on finding stable, repeatable pat-
terns in what an outsider can observe. The Rosario-Wang Proof (RWP), as
used in ENI6MA, is designed so that no such stable patterns emerge. The
system ties every exchange to fresh time and policy, hides the user’s private
mapping behind a simple mask, balances the way probes are presented, and
limits what is ever revealed to the outside world. The result is that even a pa-
tient eavesdropper who records many sessions cannot build a reliable statistical
model that recovers the witness or the user’s private map. This essay explains
why, using first-year college vocabulary and only a little notation.

1) What correlation and frequency attacks rely on

A frequency attack looks for uneven counts: if some symbol appears more of-
ten than others, a classic codebreaker can guess which plaintext letter it stands
for (this is how people break simple substitution ciphers). A correlation at-
tack looks for relationships: if output A tends to come with signal B, the
attacker infers a link between them.

Both styles assume two things:

1. There is a fixed mapping from hidden meanings to visible outputs.

2. The attacker can gather enough consistent samples to estimate that
mapping.

RWP deliberately breaks both assumptions.
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2) No fixed mapping: the private map never ap-
pears, and the witness is ephemeral

In RWP, the “secret” is not a password that gets sent, nor a private key that signs
a message. The secret is a private map—a one-to-one assignment between the
prover’s internal symbols and the features inside a stimulus (e.g., zones on a
grid, tones in an audio chord, or haptic taps). That map is never transmitted.
Instead, the prover uses it locally to pick out the right feature during each round.

Each session also binds the proof to time and policy, so the effective witness
exists only during the exchange. You can think of the live witness as:

Wt = fM(‘r7 T, Q)

Plain-English readout: “The witness at time ¢ is built from the current stim-
ulus x, the current timestamp 7, and the policy context ¢.”

Because 7 and sometimes ¢ change from session to session, the same out-
ward ritual does not reuse the same witness. That instantly blocks the data
accumulation that frequency and correlation attacks depend on.

3) Masked responses: what observers see is inten-
tionally ambiguous

The prover never outputs the private symbol “as is.” The response is masked
together with the verifier’s probe (the challenge for that round). Conceptually:

pi = g(pi, private map at time ¢, ri)

Here p; is the probe for round 4, p; is the prover’s response, and r; is fresh,
round-level randomness or layout variation. The verifier checks that p; matches
p; in a simple way (you can imagine an XOR-style cancellation), but an outsider
cannot “peel off” the private map from p;. Even if the eavesdropper sees both
p; and p;, there are many possible private maps that would have produced the
same visible pair. This “many-to-one” ambiguity is fatal to correlation.

4) Balanced probes: the visible frequencies track
the probe design, not the private map

RWP uses balanced partitions of the projection space—think of a six-way
split into “leaves”™—and the verifier’s probes are generated so that each region

and feature placement is used evenly over time. Decoys are placed along-
side the true target. Because the verifier controls the probe generator (typically
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from a cryptographically strong source of randomness), the visible distribution
of placements is flat by design.

What does the eavesdropper count? They can count probe placements and
masked responses, but those counts mostly reflect the uniform probe sched-
ule, not the prover’s hidden choices. In other words, even enormous datasets
reveal the probe designer’s coin flips, not the user’s private map.

5) No stable signal across sessions: time/policy
coupling resets statistics

Frequency analysis needs a stationary source (the same “cipher” behavior day
after day). RWP is not stationary:

e Time anchoring: the session is keyed to a fresh, fine-grained timestamp.

e Policy coupling: the organization can change round counts, layouts, or
acceptance thresholds on the fly (e.g., more rounds in high-risk contexts).

e Map rotation: the internal private map can be refreshed periodically or
on policy triggers.

These moving parts keep the distribution that the attacker sees shifting.
Any small bias that might show up in one period will be washed out by re-
seeding and rotation later. Long-term averaging—the heart of frequency and
correlation attacks—never settles.

6) What the verifier learns vs. what the world sees

The verifier’s acceptance check is a simple, local test (conceptually: “does the
mask cancel out for this round?”), and the final decision is a logical AND across
a few rounds, plus a policy check. The log that a server stores is tiny: probe
ID, masked response, pass/fail, and time/policy tags. This gives a strong audit
trail without revealing the private map.

An outsider, even when recording the full screen or audio, still sees only
masked reactions and the public probe. There is no place in the transcript
where the private symbol appears in the clear, and there is no stable pattern
that ties one session’s internal choices to the next.

7) Why correlation across features also fails

A natural question is: “What if I compute correlations between many observed
variables: positions, colors, tones, response order, etc.?” In classic side-channel
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attacks, that can work—if the device leaks a stable electrical or timing pattern
that lines up with secret bits.
RWP neutralizes this in several ways:

e Constant-shape responses. Each round’s outgoing message has the
same size and structure; there is no “longer for some symbols” effect.

e Timing buckets. Implementations can quantize response times into
coarse windows (e.g., “arrived within the 300-400 ms bucket”), which de-
stroys fine-grained timing correlations.

e Micro-randomization. Within a leaf, the exact placement or micro-
style of the target can be jittered. This preserves usability for the honest
prover but decorrelates low-level features.

e Carrier-agnostic design. The same structure can be delivered on visual,
audio, or haptic channels. An attacker specialized in one carrier cannot
build a cross-carrier correlation model that survives a switch.

Together these measures keep the mutual information between the private
map and the outsider’s observable stream close to zero in practice, even when
you look at lots of small features.

8) Why chosen-probe or “active” correlation at-
tacks don’t apply

In some cryptanalytic settings, the attacker can choose plaintexts and watch
the outputs (“chosen-plaintext attack”). If that were possible here, an attacker
might try to craft probes that tease out a bias.

RWP closes this door by giving control of the probe generator to the
verifier, not to the prover or the network. Probes come from a cryptographic
PRNG seeded inside the verifier’s trusted environment. If an active man-in-
the-middle tampers with probes, the verifier simply won’t accept the results
because the observed responses won’t match the verifier’s expected masks for its
probes. In short: you cannot run a chosen-probe experiment against a verifier
that discards any transcript it did not originate.

9) Why “big-data” collection still doesn’t help

“But what if I collect millions of transcripts?”’ In older ciphers, that would be
devastating. In RWP, massive collection mainly gives you the frequency of
probes the verifier chose to send—which was designed to be flat—and a pile
of masked responses that are compatible with many different private
maps. Because the witness is anchored to time and policy, the relationships
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you hope to learn do not transfer across sessions. The map may also be
rotated, which breaks continuity even further.

This is the opposite of the classic situation where “more data wins.” Here,
more data just means more randomized snapshots of an event that never
repeats in the same form.

10) Within-session frequency attacks are blocked
by limits and balancing

What about counting within a single session? RWP keeps sessions short (a
handful of rounds) and keeps feature placements balanced within those
rounds. There is not enough volume to build a meaningful histogram, and the
histogram you could build would match the verifier’s balancing strategy,
not the prover’s private choices.

If policy raises the round count (for a higher-risk action), it does so while
preserving balance—so the frequencies still tell you nothing about the private
map.

11) The role of simplicity: easy checks, hard infer-
ences

It may seem paradoxical that RWP’s core check is simple (you can picture
an XOR-like cancellation), yet the scheme resists statistics. The key is what
the check compares. The verifier compares a short mask computed from the
probe with a short mask returned by the prover. Those masks are equal only
when the prover’s private map was applied correctly; otherwise they disagree.
To the outside world, equality failures and successes look like noise tied to
unpredictable probe placements. There is no open window in which the private
choice is shown before masking, or even a lossy sketch of it.

Simplicity helps security here: the fewer moving parts in the revealed chan-
nel, the fewer places for accidental correlations to slip through.

12) Human and agent cognition help, rather than
hurt

Correlation attacks sometimes feed on habit: if a human always presses the
same area or favors a rhythm, that becomes a signal. RWP’s layout and train-
ing make the recognition step structured but flexible: the leaf partition is
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small and stable (easy to scan), while targets and decoys vary (so there is no ha-
bitual “go-to spot” to correlate). For Al agents, the same idea holds: the agent
performs the recognition locally using its internal representation, but exports
only the masked, constant-shape response.

By keeping the observable behavior narrow and uniform and keeping the
recognition work inside the prover, there is no rich behavioral fingerprint for
a statistician to mine.

13) Practical takeaway

Correlation and frequency attacks want fixed rules and long, clean datasets.
RWP gives them neither:

e No fixed rule: the private map is never sent; the witness is tied to time
and policy.

e No clean dataset: probes are balanced and randomized; sessions are
short; responses are masked; logs are lean.

e No leverage: even perfect recordings of past sessions do not transfer to
future sessions.

What remains is a proof that is easy to verify but hard to learn from—exactly
what you want when the goal is to protect a witness.

14) Closing summary

RWP’s defense against correlation and frequency analysis is not a single trick,
but a stack of design choices that all point in the same direction:

1. Ephemerality: bind each exchange to the moment (time) and context
(policy).

2. Private mapping: keep the recognizer’s codebook inside the prover,
never on the wire.

3. Masking: ensure what leaves the prover is meaningful only when paired
with the verifier’s probe.

4. Balancing: design probes so visible frequencies are flat and uninforma-
tive.

5. Uniform channels: make outward messages constant-shape and bucket
timings to starve side channels.
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6. Rotation and rate-limits: refresh the private map and cap session
lengths so statistics cannot accumulate.

Because the observable world (what an attacker can record) is engineered
to be ambiguous, balanced, and short-lived, the classic tools of corre-
lation and frequency analysis have nothing solid to grab. The witness stays
protected—not by secrecy of algorithms, but by the way cognition, masking,
and time are woven together into the ceremony itself.
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